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METHOD AND APPARATUS TO MAXIMIZE
RETURN ON INVESTMENT IN HYBRID
CLOUD ENVIRONMENT

BACKGROUND OF THE INVENTION

The present invention relates generally to cloud computing
and, more particularly, to improving and preferably maximiz-
ing the return on investment (ROI) in a hybrid cloud environ-
ment.

Cloud computing is widely used. Cloud computing
includes computing on public cloud, private cloud, and
hybrid cloud. There are several ways to utilize multiple cloud
computing environments. One way is to introduce an abstrac-
tion layer to integrate the management points of multiple
clouds. One stop portal is provided on this abstraction layer.
As a result, the user does not need to use multiple clouds
properly. Another way involves migration of workload
among multiple clouds. When a workload exceeds the thresh-
old in one cloud, the workload is migrated to another cloud.
This function maintains the SLA (Service Level Agreement)
of each workload.

There are problems with the current approaches of utilizing
multiple cloud computing environments. In the near future,
most of the enterprises may utilize both public cloud and
private cloud. From the enterprise perspective, the cost struc-
ture between private cloud and public cloud is different. Pri-
vate cloud is owned as assets by the enterprise. Public cloud
is used as a pay-as-you-go resource. To maximize the ROI
(Return on Investment), the enterprise should recognize these
differences in its utilization of private and public clouds.

The current approaches do not provide a standpoint on how
an enterprise can maximize the ROI for IT investment in
utilizing hybrid clouds. For example, US2011/0231899 dis-
closes systems and methods for one or more cloud computing
abstraction layers. The user can plan cloud-computing ser-
vices, build a cloud-computing service, publish the cloud-
computing service for consumption by users, or run the
cloud-computing service. Access to disparate public or pri-
vate cloud-computing resources is through a common inter-
face. Although the reference relates to multiple clouds, it does
not distinguish between public cloud and private cloud and
does not provide a way to maximize the ROL.

US2011/0145439 provides technology neutral process
integration (Cloud Resource Planning), and optimization
methodology leveraging a business meta-schema format
Cloud Data Interchange (CDI) to integrate, enable, and
invoke Cloud services. It provides an abstraction or resource
planning layer. The customer does not have to have knowl-
edge or choose different Cloud types and/or understand or
choose each underlying service. As such, it provides a one
stop portal. Again, although the reference relates to multiple
clouds, it does not distinguish between public cloud and
private cloud and does not provide a way to maximize the
ROL

US2011/0145413 and U.S. Pat. No. 8,037,187 provide a
solution for resource sharing within a cloud-computing envi-
ronment. One objective is to better utilize idle public or pri-
vate Cloud infrastructures and improve the availability of
Cloud services by allowing different Cloud service providers
to virtually combine their services and infrastructures. In the
event that there is not enough capacity for a single Cloud
service provider to manage its workload, the workload may
be shifted to additional infrastructures within the Cloud.
Although the reference relates to multiple clouds, it does not
distinguish between public cloud and private cloud and does
not provide a way to maximize the ROL.
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US2011/0145392 provides a solution for enabling the
dynamic provisioning (migration) of Cloud-based jobs and
resources. Each movement scenario is assigned a specific
technique based on rules, profiles, SLA, and/or other such
criteria and agreements. Such dynamic adjustments may be
especially advantageous in order to balance real-time work-
load to avoid over-provisioning, to manage Cloud perfor-
mance, to attain a more efficient or cost-effective execution
environment, to off-load a Cloud or specific Cloud resources
for maintenance/service, and the like. Coupled devices
appear to end-users as a single pool of resources. Again,
although the reference relates to multiple clouds, it does not
distinguish between public cloud and private cloud and does
not provide a way to maximize the ROI.

US2011/0016214 relates to brokering service for computer
resources. The brokering services system can aggregate
resources for multiple cloud service providers and act as an
advocate for or a guarantor of the SLA associated with the
workload. A method of providing a brokering for compute
resources includes identifying resource capabilities (configu-
ration), receiving a request for compute resources and select-
ing compute resources, and monitoring workload. The refer-
ence does not distinguish between public cloud and private
cloud.

BRIEF SUMMARY OF THE INVENTION

Exemplary embodiments of the invention provide a tech-
nique to improve and preferably maximize the ROI for IT
investment in a hybrid cloud environment composed of pri-
vate cloud and public cloud. A management program
executes the following procedure to maximize the ROI for IT
investment when an enterprise utilizes a hybrid cloud envi-
ronment composed of private cloud(s) and public cloud(s).
When the resource utilization ratio of a private cloud exceeds
a threshold, more dynamic applications are migrated to the
public cloud. “More dynamic” means, for example, an appli-
cation whose standard deviation of resource utilization is
large, an application whose growth ratio of resource utiliza-
tion is high, or an application whose remaining period is
short, when compared with other applications. Otherwise,
when the resource utilization ratio of a private cloud falls
below the threshold, more stable applications are migrated to
the private cloud. “More stable” is the opposite of “more
dynamic” for an application when compared with other appli-
cations.

In accordance with an aspect of the present invention, a
computer comprises: a memory; and a processor being oper-
able to manage two types of clouds, which are private and
public clouds, by using information stored in the memory, and
to manage a migration of a set of an application and a data
between a first type of clouds and a second type of clouds of
the two types of clouds, the application running on a server of
the first type of clouds, the data to be read or written by the
application and being stored in a storage system of the first
type of clouds. The processor manages the migration of the
set of the application and the data between the first type of
clouds and the second type of clouds based on resource uti-
lization of resources including at least one of the server or the
storage system.

In some embodiments, the processor is configured to man-
age the migration using a threshold defined based on at least
one of server usage rate or storage usage rate. The processor
is configured to migrate the set of the application and the data,
from the first type of clouds including one or more private
clouds to the second type of clouds including one or more
public clouds, if the resource utilization of the private cloud
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exceeds a first threshold; and the first threshold is defined
based on server usage rate and storage usage rate. The pro-
cessor is configured to migrate the set of the application and
the data, from the second type of clouds including one or
more public clouds to the second type of clouds including one
or more private clouds, if the resource utilization of the pri-
vate cloud falls below a second threshold; and the second
threshold is defined based on server usage rate and storage
usage rate. The first threshold is higher than the second
threshold.

In specific embodiments, the processor is configured to
monitor a plurality of applications on one type of clouds as a
migration source for the migration of the set of application
and the data. The processor is configured to select for migra-
tion from a private cloud to a public cloud, among the plural-
ity of applications, an application which is more dynamic
than other applications of the plurality of applications. An
application is more dynamic if at least one of the following
conditions is met: (i) the application has a standard deviation
of resource utilization which is larger than the other applica-
tions, (ii) the application has a growth ratio of resource utili-
zation which is higher than the other applications, and (iii) the
application has a remaining period which is shorter than the
other applications.

In some embodiments, the applications being monitored
include one or more batch applications having batch intervals
and one or more online applications. The processor is config-
ured to select for migration, from the plurality of applications,
an application according to (i) whether the application is a
batch application or an online application, (ii) the batch inter-
val if the application is a batch application, and (iii) a type of
threshold for migration based on resource utilization of the
application including at least one of server usage rate or
storage usage rate.

In specific embodiments, the application has a security
requirement; and the processor is configured to select a target
cloud meeting the security requirement to which to migrate
the application. The application is a composite application
comprised of multiple applications which access the data; and
the processor is configured to migrate the set of the composite
application and the data based on resource utilization of
resources including at least one of the server or the storage
system.

In accordance with another aspect of the invention, a sys-
tem comprises: a storage system; and a computer including a
memory and a processor. The processor is operable to manage
two types of clouds, which are private and public clouds, by
using information stored in the memory, and to manage a
migration of a set of an application and a data between a first
type of clouds and a second type of clouds of the two types of
clouds, the application running on a server of the first type of
clouds, the data to be read or written by the application and
being stored in the storage system of the first type of clouds.
The processor manages the migration of the set of the appli-
cation and the data between the first type of clouds and the
second type of clouds based on resource utilization of
resources including at least one of the server or the storage
system.

In some embodiments, the system further comprises the
server of the first type of clouds on which the application runs.

Another aspect of this invention is directed to a computer-
readable storage medium storing a plurality of instructions
for controlling a data processor to manage migration among
clouds. The plurality of instructions comprise: instructions
that cause the data processor to manage two types of clouds,
which are private and public clouds, by using information
stored in a memory; and instructions that cause the data
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processor to manage a migration of a set of an application and
a data between a first type of clouds and a second type of
clouds of the two types of clouds, the application running on
aserver of the first type of clouds, the data to be read or written
by the application and being stored in a storage system of the
first type of clouds. The migration of the set of the application
and the data between the first type of clouds and the second
type of clouds is managed based on resource utilization of
resources including at least one of the server or the storage
system.

These and other features and advantages of the present
invention will become apparent to those of ordinary skill in
the art in view of the following detailed description of the
specific embodiments.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an example of a Hybrid Cloud Environment
according to the first embodiment of the present invention.

FIG. 1A shows an example of a logical view of the system
according to the first embodiment.

FIG. 2 shows an example of the configuration of a Public
Cloud according to the first embodiment.

FIG. 3 shows an example of the configuration of a Private
Cloud.

FIG. 4 shows an example of the configuration of a Man-
agement Server according to the first embodiment.

FIG. 5 shows an example of a Threshold Table in the
Management Server of FIG. 4.

FIG. 6 shows an example of a Configuration Information
Table in the Management Server of FIG. 4 according to the
first embodiment.

FIG. 7 shows an example of an Application Table in the
Management Server of FIG. 4 according to the first embodi-
ment.

FIG. 8 shows an example of a flow diagram illustrating the
process of a management program according to the first
embodiment.

FIG. 9 shows an example of a self service provisioning
GUIinthe Management Server of F1G. 4 according to the first
embodiment.

FIG. 10 shows an example of a Configuration Information
Table according to the second embodiment.

FIG. 11 shows an example of an Application Table accord-
ing to the second embodiment.

FIG. 12 shows an example of a self service provisioning
GUI according to the second embodiment.

FIG. 13 shows an example of the configuration of the
Management Server according to the third embodiment.

FIG. 14 shows an example of the Job Schedule Table.

FIG. 15 shows an example of a Logical View of the system
according to the fourth embodiment.

FIG. 16 shows an example of the Application Table accord-
ing to the fourth embodiment.

DETAILED DESCRIPTION OF THE INVENTION

In the following detailed description of the invention, ref-
erence is made to the accompanying drawings which form a
part of the disclosure, and in which are shown by way of
illustration, and not of limitation, exemplary embodiments by
which the invention may be practiced. In the drawings, like
numerals describe substantially similar components through-
out the several views. Further, it should be noted that while the
detailed description provides various exemplary embodi-
ments, as described below and as illustrated in the drawings,
the present invention is not limited to the embodiments
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described and illustrated herein, but can extend to other
embodiments, as would be known or as would become known
to those skilled in the art. Reference in the specification to
“one embodiment,” “this embodiment,” or “these embodi-
ments” means that a particular feature, structure, or charac-
teristic described in connection with the embodiment is
included in at least one embodiment of the invention, and the
appearances of these phrases in various places in the specifi-
cation are not necessarily all referring to the same embodi-
ment. Additionally, in the following detailed description,
numerous specific details are set forth in order to provide a
thorough understanding of the present invention. However, it
will be apparent to one of ordinary skill in the art that these
specific details may not all be needed to practice the present
invention. In other circumstances, well-known structures,
materials, circuits, processes and interfaces have not been
described in detail, and/or may be illustrated in block diagram
form, so as to not unnecessarily obscure the present invention.

Furthermore, some portions of the detailed description that
follow are presented in terms of algorithms and symbolic
representations of operations within a computer. These algo-
rithmic descriptions and symbolic representations are the
means used by those skilled in the data processing arts to most
effectively convey the essence of their innovations to others
skilled in the art. An algorithm is a series of defined steps
leading to a desired end state or result. In the present inven-
tion, the steps carried out require physical manipulations of
tangible quantities for achieving a tangible result. Usually,
though not necessarily, these quantities take the form of elec-
trical or magnetic signals or instructions capable of being
stored, transferred, combined, compared, and otherwise
manipulated. It has proven convenient at times, principally
for reasons of common usage, to refer to these signals as bits,
values, elements, symbols, characters, terms, numbers,
instructions, or the like. It should be borne in mind, however,
that all of these and similar terms are to be associated with the
appropriate physical quantities and are merely convenient
labels applied to these quantities. Unless specifically stated
otherwise, as apparent from the following discussion, it is
appreciated that throughout the description, discussions uti-
lizing terms such as “processing,” “computing,” “calculat-
ing,” “determining,” “displaying,” or the like, can include the
actions and processes of a computer system or other informa-
tion processing device that manipulates and transforms data
represented as physical (electronic) quantities within the
computer system’s registers and memories into other data
similarly represented as physical quantities within the com-
puter system’s memories or registers or other information
storage, transmission or display devices.

The present invention also relates to an apparatus for per-
forming the operations herein. This apparatus may be spe-
cially constructed for the required purposes, or it may include
one or more general-purpose computers selectively activated
or reconfigured by one or more computer programs. Such
computer programs may be stored in a computer-readable
storage medium including non-transient medium, such as, but
not limited to optical disks, magnetic disks, read-only memo-
ries, random access memories, solid state devices and drives,
or any other types of media suitable for storing electronic
information. The algorithms and displays presented herein
are not inherently related to any particular computer or other
apparatus. Various general-purpose systems may be used
with programs and modules in accordance with the teachings
herein, or it may prove convenient to construct a more spe-
cialized apparatus to perform desired method steps. In addi-
tion, the present invention is not described with reference to
any particular programming language. It will be appreciated
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6

that a variety of programming languages may be used to
implement the teachings of the invention as described herein.
The instructions of the programming language(s) may be
executed by one or more processing devices, e.g., central
processing units (CPUs), processors, or controllers.
Exemplary embodiments of the invention, as will be
described in greater detail below, provide apparatuses, meth-
ods and computer programs for improving and preferably
maximizing the return on investment (ROI) in a hybrid cloud
environment composed of private cloud and public cloud.

1. Embodiment 1

The first embodiment discloses how the enterprise who
owns private clouds maximizes the ROI by using public cloud
for peak or unexpected workload which cannot be executed in
the private clouds. The basic strategy of this embodiment is to
keep a high utilization ratio of private clouds as much as
possible. Private clouds are owned by the enterprise, there-
fore they consumes owned cost regardless of whether private
clouds are used. So, the enterprise should keep high utiliza-
tion ratio of private clouds.

FIG. 1 shows an example of a Hybrid Cloud Environment
according to the first embodiment of the present invention. A
hybrid cloud 1100 includes public clouds 2000, private
clouds 3000, and a management server 4000. FIG. 1 shows
three public clouds and three private clouds, but the invention
is not limited to these numbers of clouds. The public clouds
2000 and private clouds 3000 are connected via a Data Net-
work 1030. This network is typically a WAN (Wide Area
Network), but the invention is not limited to this. The public
clouds 2000, private clouds 3000, and management server
4000 are connected via a management network 1020. This
network is typically a WAN, but the invention is not limited to
this. In the embodiment shown, the management network and
data network are separate, but the invention is not limited to
this. In addition, the management server 4000 and each cloud
are separate, but the invention is not limited to this. For
example, the management server can be located in one of the
private clouds.

FIG. 1A shows an example of a logical view of the system
according to the first embodiment. In the system 1501, each
application uses a corresponding data store. In this environ-
ment, application AP_ 01 creates and stores data to data store
DS_ 01 and application AP__02 creates and stores data to data
store DS_ 02. Application AP_ 01 is executed on server
SVR_ 011505 and Application AP_ 02 is executed on server
SVR__02 1510. Server is not limited to physical server. Vir-
tual server may be used. Data store is not limited to DAS
(Direct Attached Storage), NAS (Network Attached Storage),
and SAN (Storage Area Network). Any kind of data store can
be used. The application and the corresponding data store are
on the same type of clouds. For example, they may be on the
same private cloud or on different private clouds, and they
may be migrated to the same public cloud or to different
public clouds.

FIG. 2 shows an example of the configuration of a Public
Cloud according to the first embodiment. The public cloud
2000 includes servers 2010 and storage subsystems 2030
which are connected via an internal data network 2070. This
network is typically a SAN, but the invention is not limited to
this. The servers 2010 and storage subsystems 2030 are con-
nected via an internal management network 2050. This net-
work is typically a LAN (Local Area Network), but the inven-
tion is not limited to this. FIG. 2 shows three servers 2010 and
three storage subsystems 2030, but the invention is not lim-
ited to these numbers. The servers 2010 and storage sub-
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systems 2030 are separate in FIG. 2, but the invention is not
limited to this. For example, the servers 2010 can have DAS
and the storage subsystems 2030 can be eliminated.

FIG. 3 shows an example of the configuration of a Private
Cloud. The Private cloud 3000 includes servers 3010 and
storage subsystems 3030, which are connected via an internal
data network 3070. This network is typically a SAN (Storage
Area Network), but the invention is not limited to this. The
servers 3010 and storage subsystems 3030 are connected via
an internal management network 3050. This network is typi-
cally a LAN (Local Area Network), but the invention is not
limited to this. FIG. 3 shows three servers 3010 and three
storage subsystems 3030, but the invention is not limited to
these numbers. The servers 3010 and storage subsystems
3030 are separate, but the invention is not limited to this. For
example, the servers 3010 can have DAS (Direct Attached
Storage) and the storage subsystems 3030 can be eliminated.

FIG. 4 shows an example of the configuration of a Man-
agement Server according to the first embodiment. This fig-
ure shows the management server 4000 which exists in the
hybrid cloud environment 1100 of FIG. 1. The management
server 4000 includes a management interface 4010, a proces-
sor 4020, an input/output device 4030, a local disk 4040, and
a memory 4050. The Management Interface 4010 is an inter-
face to the Management Network 1020 of FIG. 1. The Input/
Output Device 4030 is a user interface such as monitor, key-
board, and/or mouse. The Local Disk 4040 contains a
Management Program 4100. The Management Program
4100 is loaded to the Memory 4050 and executed by the
Processor 4020. The procedure of the Management Program
4100 is disclosed later using FIG. 8. The Memory 4050 con-
tains a threshold table 5000, a configuration information table
6000 and an application table 7000. Each table is described
later.

FIG. 5 shows an example of a Threshold Table in the
Management Server 4000 of FIG. 4. In the threshold table
5000, each column shows the upper threshold and bottom
threshold of a resource. Row 5005 defines the upper thresh-
old, row 5010 defines the bottom threshold, and row 5015
defines the target ratio. Column 5110 shows the threshold of
the compute resource. The upper threshold is 80%, the bottom
threshold is 70%, and the target ratio is 75%. Column 5120
shows the threshold of the storage resource. The upper thresh-
old is 85%, the bottom threshold is 75%, and the target ratio
is 80%. These values represent one example and do not limit
the invention. In the example shown, the threshold of the
compute and the threshold of the storage are different, but itis
possible to set the same threshold.

FIG. 6 shows an example of a Configuration Information
Table in the Management Server 4000 of FIG. 4 according to
the first embodiment. In the configuration information table
6000, column 6105 shows the identification of the cloud.
Column 6110 shows the type of the cloud, which is public or
private. Column 6115 shows the initial cost of the cloud. The
initial cost of a public cloud is typically 0. Column 6200
shows the compute resource information of the cloud. It has
three columns 6205, 6210, and 6215. Column 6205 shows the
unit utilization cost of the compute resource. Column 6210
shows the total amount of the compute resource. Column
6215 shows the used amount of the compute resource. Col-
umn 6300 shows the storage resource information of the
cloud. It has three columns 6305, 6310, and 6315. Column
6305 shows the unit utilization cost of the storage resource.
Column 6310 shows the total amount of the storage resource.
Column 6315 shows the used amount of the storage resource.

Each row shows configuration information of a cloud. For
example, row 6005 shows the configuration information of
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cloud Private_A. This is a private cloud and the initial cost is
1500. The unit utilization cost of this compute resource is 1.2.
The total compute amount is 500 and 300 is already used. The
unit utilization cost of this storage resource is 1.5. The total
storage amount is 600 and 450 is already used. Usually, the
resource amount of the public cloud is unlimited for the user
perspective. Therefore, the total amount of each resource of
the public cloud is unlimited.

FIG. 7 shows an example of an Application Table in the
Management Server 4000 of FIG. 4 according to the first
embodiment. The application table 7000 shows the applica-
tion information and history of resource consumption of the
application. Row 7005 shows the identification of the appli-
cation. Row 7010 shows the location of the application. This
shows the identification of the cloud in which the application
is deployed. Row 7020 shows the remaining days of the
application. If the remaining days become 0, this application
will be undeployed. For some applications, the remaining
period can be set in advance and the valid remaining period is
set in this field. For other applications, the remaining period
cannot be set in advance and the remaining period is
“Unknown.”

Rows 7050 (7052, 7054, 7056, etc.) show the history of
compute resource consumption. Row 7052 shows the latest
compute resource consumption. Row 7054 shows the second
latest compute resource consumption. Row 7054 shows the
third latest compute resource consumption. In this embodi-
ment, Rows 7050 have 30 histories of compute resource
consumption, but the invention is not limited to this number.
Rows 7070 (7072, 7074, 7076, etc.) show the history of
storage resource consumption. Row 7072 shows the latest
storage resource consumption. Row 7074 shows the second
latest storage resource consumption. Row 7074 shows the
third latest storage resource consumption. In this embodi-
ment, Rows 7070 have 30 histories of storage resource con-
sumption, but the invention is not limited to this number.

Each column (7105, 7110, 7115, etc.) shows application
information. For example, column 7105 shows the informa-
tion of an application AP__01. This application is deployed on
the cloud Private_A. The remaining period of this application
is 5 days. The latest compute resource consumption is 18 and
the storage resource consumption is 26.

FIG. 8 shows an example of a flow diagram illustrating the
process of a management program 8000 according to the first
embodiment, which is the management program 4100 in the
management server 4000 of FIG. 4. The program starts at step
8005. In step 8010, when the management program 4100 is
loaded from the local disk 4040 to the memory 4050, the
threshold table 5000, configuration Information table 6000,
and application table 7000 are created in the memory 4050.
For the threshold table, the default (preset) value can be used
for the threshold table or the user can set each threshold. For
the configuration information table, information of the con-
figuration information table is acquired from each cloud. For
this, an agent can be placed in each cloud or the management
server 4100 can use API if a cloud provides API for this
purpose. For the application table, information of the appli-
cation table is acquired from each application. For this, an
agent can be placed in each cloud or the management server
4100 can use API if each application provides API for this
purpose.

In step 8020, the program gets monitoring results from
each cloud and application and updates the tables. For the
configuration information table, the program updates the
used amount column of compute and storage in each cloud.
For the application table: (1) if an application is undeployed,
the corresponding application column is deleted; (2) the pro-
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gram updates the Remaining Period row if required; and (3)
the program updates histories of compute and storage
resource consumption of each application.

In step 8030, the program checks whether a private cloud
whose resource utilization exceeds its threshold exists. If yes,
the program goes to step 8050; if no, the program proceeds to
step 8040. In step 8040, the program waits for a while and
then goes to step 8020.

In step 8050, the program creates a migration plan. The
basic strategy of this embodiment is to keep a high utilization
ratio of private clouds as much as possible. How to create a
plan depends on the threshold type, but the basic procedure is
described as follows. In step 8050-(1), the program decides
the application sets for a candidate. If the resource utilization
of' the private cloud exceeds the upper threshold, the applica-
tion sets for candidate are applications executed on the private
cloud. If the resource utilization of the private cloud falls
below the bottom threshold, the application sets for candidate
are applications executed on the public clouds. In step 8050-
(2), the program calculates the evaluated value of each appli-
cation. In step 8050-(3), the program sorts applications in
descending order based on the evaluated value. In step 8050-
(4), the program selects applications from the beginning until
the utilization ratio of the private cloud exceeds or falls below
the target ratio. In this example, the target ratio to exceed and
the target ratio to fall below are the same, but the invention is
not limited to this. It is possible to set different target ratios to
exceed and fall below. Step 8050-(2) depends of the type of
the threshold, as illustrated in the three cases below.

In the first case where the compute resource utilization
exceeds the upper threshold, the evaluated value e, for each
application c, is calculated as follows:

»
Pa
d
Pa

»
e = Xay +olch,, )X i

where,
C;p.” 18 a maximum compute resource utilization of an appli-
cation ¢; among period p,
cipad is a maximum storage resource utilization of an applica-
tion ¢; among period p,,
o(c,,F) is a standard deviation of compute resource utiliza-
tion of an application ¢, among period p,,
a, and [, are arbitrary constant values, and
period p, is an arbitrary period below that stored in the appli-
cation table 7000. In this example, the period is 30 histories,
but the invention is not limited to this number.

In the second case where the storage resource utilization
exceeds the upper threshold, the evaluated value e, for each
application c, is calculated as follows:

. 4
€;7C;, T 9+0(C, D)% By

where,

cl.ptdg’ is a storage resource growth rate of an application c,
among period p,,

o(c,,”)is a standard deviation of compute resource utilization
of an application ¢, among period p,,

o, and (3, are arbitrary constant values, and

period p,, is an arbitrary period below that stored in the appli-
cation table 7000. In this example, this period is 30 histories,
but the invention is not limited to this number.

In the third case where the compute resource utilization or
storage resource utilization falls below the bottom threshold,
the evaluated value e, for each application c; is calculated as
follows:
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1
XBy+ X3

= Xaz +
7
dgr (Cip,) ¢

where,

clpzdg’ is a storage resource growth rate of an application c,
among period p,,

o(c,, /) is a standard deviation of compute resource utiliza-
tion of an application ¢, among period p,,

¢,” is a remaining period of an application

a5, B5 and vy, are arbitrary constant values, and

period p.. is an arbitrary period below that stored in the appli-
cation table 7000.

In this example, this period is 30 histories, but the invention is
not limited to this number.

In step 8060, the program provides the created plan to the
user. The user can select immediate execution or scheduled
execution. If scheduled execution is specified, the program
registers the plan to the scheduler. In step 8070, the program
executes the created plan. In step 8080, the configuration will
change based on the migration. Therefore, the configuration
information table 6000 and application table 7000 are
updated. In step 8090, the program checks whether there is
termination indication by the user. If termination indication
exists, the program goes to step 8100; otherwise, it goes to
step 8040. The process ends at step 8100.

FIG. 9 shows an example of a self service provisioning
GUI 9000 in the Management Server 4000 of FIG. 4 accord-
ing to the first embodiment. This GUI is used when a user
wants to provision IT resources. The user inputs an identifi-
cation of an application into the Application ID field 9005,
initial compute unit into the Initial Compute Unit field 9010,
and initial storage capacity into the Initial Storage Capacity
field 9015. Additionally, if the user can specity the period at
this time, he/she inputs the period of use into the Period field
9020. If the Cancel button 9030 is pressed, the provisioning
process is canceled. If the OK button is pressed, the manage-
ment program 4100 executes the following procedure.

First, the management program 4100 decides the provi-
sioning target. If the utilization ratio of the private cloud is
below bottom threshold, provisioning target is private cloud.
Otherwise, provisioning target is public cloud. If there are
multiple public clouds, the program selects the cheapest
cloud for the provisioning workload. Second, the manage-
ment program provisions IT resources from the selected
cloud. Third, the management program adds a new column to
the application table 7000. The identification of the applica-
tion is set to the Application ID 7005 and the identification of
the provisioned cloud is set to the Location field 7010. If the
period is specified, specified period is set to the Period field
7020. Otherwise, Unknown is set. Also, target cloud of the
provisioning can be specified by the user. If the private cloud
is specified and the resource utilization of the private cloud
exceeds the upper threshold, an error message is displayed.

In this embodiment, an enterprise can maximizes the ROI
for IT investment when utilizing a hybrid cloud environment
composed of private cloud and private cloud by executing
following procedure. When the resource utilization ratio of
the private cloud exceeds the threshold, more dynamic appli-
cations are migrated to the public cloud. “More dynamic”
means, for example, an application whose standard deviation
of resource utilization is large, an application whose growth
ratio of resource utilization is high, and an application whose
remaining period is short. Otherwise, when the resource uti-
lization ratio of the private cloud falls below the threshold,
more stable applications are migrated to the private cloud.
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2. Embodiment 2

In some cases, an application has security requirements. As
such, the application has to be executed on the cloud that
satisfies the security requirements. In the second embodi-
ment, the method to satisfy security requirements is dis-
closed. The procedure of the second embodiment is almost
the same as that of the first embodiment. Therefore, only the
differences are described. The system configuration is same
as that for the first embodiment (FIGS. 1-3).

FIG. 10 shows an example of a Configuration Information
Table according to the second embodiment. This configura-
tion information table 6002 differs from the configuration
information table 6000 of the first embodiment shown in FIG.
6 in that it has an additional Security Level column 10005.
This column shows the security level of the cloud. For
example, the security level of the Private_A cloud is 5. In this
example, the security level is defined with five steps from 1 to
5, but the invention is not limited to this.

FIG. 11 shows an example of an Application Table accord-
ing to the second embodiment. This application table 7002
differs from the application table 7000 of the first embodi-
ment shown in FIG. 7 inthat ithas an additional Security level
row 11005. This row shows the security level of the applica-
tion. For example, the security level of the AP__03 application
is 4. In this example, the security level is defined with five
steps from 1 to 5, but the invention is not limited to this.

The flow diagram of the process of the management server
is almost same as that of the first embodiment shown in FIG.
8, but the following step is different. In step 8050-(4), the
program selects applications from the beginning until the
utilization ratio of private cloud exceeds or falls below the
target ratio, as in the first embodiment. However, if the secu-
rity level of the selected application is higher than the security
level of the target cloud, this application is eliminated.

FIG. 12 shows an example of a self service provisioning
GUI according to the second embodiment. This self service
provisioning GUI 9002 of the management server 4000 dif-
fers from the self service provisioning GUI 9000 of the first
embodiment shown in FIG. 9 in that it has an additional
“Security Level’ field 12005. The user inputs a security level
of the application into this field and this value is set to the
security level row 11005 of the application table 7002. When
the management program decides the provisioning target, a
cloud whose security level is higher than the security level of
the application can be the target.

In the second embodiment, an enterprise can maximizes
the ROI for IT investment when utilizing a hybrid cloud
environment composed of private cloud and private cloud
even if the application has a security level.

3. Embodiment 3

Applications are divided into two types. One is an online
application which is executed steadily and the other is a batch
application which is executed on a periodic basis. The third
embodiment is directed to a method to address application
types. The procedure of the third embodiment is almost the
same as that of the first embodiment. Therefore, only the
differences are described. The system configuration is same
as that of the first embodiment (FIGS. 1-3).

FIG. 13 shows an example of the configuration of the
Management Server according to the third embodiment. This
management server 4003 in the hybrid cloud environment
1100 differs from the management server 4000 of the first
embodiment shown in FIG. 4 in that it includes a Job Man-
agement Program 13200 and a Job Schedule Table 14000.
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The Job Management Program 13200 manages the Job
Schedule Table 14000. It means to create, modify, and delete
the table, and to execute applications based on the table.

Job Schedule Table 14000 is disclosed later using FIG. 14.

FIG. 14 shows an example of the Job Schedule Table
14000. This table shows the job execution schedule for each
batch application. Row 14010 shows the running interval of
the batch job. In this example, the value of this field is one of
Daily, Weekly, or Monthly, but the invention is not limited to
this. Row 14020 shows the start time of the batch application.
Each column (14105, 14110, 14115, etc.) shows the batch
application information. For example, column 14105 shows
the information of batch application AP__01. This application
is executed at 2:00 every day.

The flow diagram of the process of the management server
is almost the same as that of the first embodiment shown in
FIG. 8. The following step is different. Step 8050-(2) is
divided into the following two steps. In step 8050-(2-1), the
program decides the batch evaluate value b/, for each appli-
cation c,. If an application c, is not a batch application, this
value is bcz_l. If an application c, is a batch application and the
interval is daily, this value is bcz_z. Ifan application ¢, is a batch
application and the interval is weekly, this value is bcf .Ifan
application ¢, is a batch application and the interval is
monthly, this value is b_*. Here, b_'<b_><b_><b_*. Step
8050-(2-2) depends on the type of the threshold as described
below.

In the first case where the compute resource utilization
exceeds the upper threshold, the evaluated value e, for each
application c, is calculated as follows:

4

Pa

d
Cipg

. )
e = xXay +0o(ci, )X i +bl,

where,
C,,F is a maximum compute resource utilization of an appli-
cation ¢, among period p,

C,,”" 1s a maximum storage resource utilization of an applica-
tion ¢, among period p,,,

o(c;, ) is a standard deviation of compute resource utiliza-
tion of an application ¢, among period p,

bcl_j is a batch evaluate value of an application c,,

a, and f3, are arbitrary constant values, and

period p,, is an arbitrary period below that stored in the
application table 7000.

In this example, this period is 30 histories, but the invention is
not limited to this number.

In the second case where the storage resource utilization
exceeds the upper threshold, the evaluated value e, for each
application c, is calculated as follows:

e

) j
i TCp, 8+ 0(Cp D)X Potb ]

where,

cl.ptdg’ is a storage resource growth rate of an application c,
among period p,,

o(c,,”) is astandard deviation of compute resource utilization
of an application ¢, among period p,,

bcl_j is a batch evaluate value of an application c,,

a., and p,, are arbitrary constant values, and period p, is an
arbitrary period below that stored in application table 7000. In
this example, this period is 30 histories, but the invention is
not limited to this number.



US 9,081,610 B2

13

In the third case where the compute resource utilization or
storage resource utilization falls below the bottom threshold,
the evaluated value e, for each application c; is calculated as
follows:

1 1
XPs+ —Xys + —

6= —— Xaz+ ——5— -
(Cip.) o b

where,

cipedg’ is a storage resource growth rate of an application c;,
among period p,,

o(c,,”) is a standard deviation of compute resource utiliza-
tion of an application among period p,,

¢;” is a remaining period of an application c,,

b_ is a batch evaluate value of an application c,,

(xzz, [3,, and y; are arbitrary constant values, and

period p, is an arbitrary period below that stored in the appli-
cation table 7000. In this example, this period is 30 histories,
but the invention is not limited to this number.

The longer interval of an application means the longer the
idle time. Therefore, those applications should be executed in
a public cloud whose accounting model is pay-as-you-go.

In this embodiment, an enterprise can maximizes the ROI
for IT investment when utilizing a hybrid cloud environment
composed of private cloud and private cloud even if the batch
applications and online applications are executed.

4. Embodiment 4

In some cases, a composite application is used. A compos-
ite application is an application built by combining multiple
existing applications. There are multiple forms of the com-
posite application. For example, an online application
AP_ 01 creates and stores data to data store DS_ 01 and a
batch application AP_ 02 analyzes it periodically.

FIG. 15 shows an example of a Logical View ofthe system
according to the fourth embodiment. This figure shows the
logical view of the system 15001 and system 15002. Two
patterns should be considered as a composite application.

The logical view 15001 shows that one application uses
multiple data stores. In this environment, online application
AP__ 01 creates and stores data to data store DS__01. Then,
ETL (Extract/Transform/Load) application AP_ETL reads
data from data store DS_ 01 and writes data to data store
DS_ 02. Finally, batch application AP_ 02 analyzes it peri-
odically using data store DS_02. Application AP_ 01 is
executed on server SVR_ 01 15005, Application AP_ 02 is
executed on server SVR_02 15010, and Application
AP_ETL is executed on server SVR__ 03 15015. Server is not
limited to physical server. Virtual server may be used. Data
store is not limited to DAS, NAS, and SAN. Any kind of data
store can be used.

The logical view 15002 shows that multiple applications
share one data store. In this environment, online application
AP_ 01 creates and stores data to data store DS_ 01, and
batch application AP_ 02 analyzes periodically using data
store DS_ 01.

FIG. 16 shows an example of the Application Table accord-
ing to the fourth embodiment. This application table 7004
differs from the application table 7002 of the second embodi-
ment shown in FIG. 11 in that it includes additional server row
16005 and data store row 16010. Server row 16005 shows the
server identification in which the application is deployed.
Data store row 16010 shows the data store identification(s)
that the application uses.
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The flow diagram of the process of the management server
is almost same as that of the second embodiment, but the
following steps are different. In step 8010, the management
program 4100 acquires server identification and data store
identification of each application from each cloud and each
application. Then the information is added to the application
table 7004. In step 8020, if update such as migration occurs,
the management program 4100 updates the application table
7004 including server row 16005 and data store row 16010. In
step 8050, the program treats the composite application as
one application. If the applications share one data store, such
applications are treated as one application. If some applica-
tion uses multiple data stores, applications that use those data
stores are treated as one application.

For example, the management server can decide AP_ 01,
AP_ 02 and AP_ETL are the composite application by look-
ing up the Server field 16005 and the Data Store field 16010
of the Application Table 7004. In this case, this composite
application uses DR__ 01 and DR__02 as a storage resource,
and SVR__01, SVR__02, and SVR__03 as a server resource.
Resource utilization of the composite application can be
decided by the following procedure. For example, the man-
agement server can get the resource utilization at time period
2 by looking up the row 7056 and the row 7076 of the Appli-
cation Table 7004. The management server can solve the
resource utilization by calculating the sum of each server
utilization and storage utilization. Server utilization of this
composite application is 61 (16+3+42) and storage utilization
of this composite application is 189 (50+17+122). In this
embodiment, management server can decide the resource
utilization by calculating the sum of each server utilization
and storage utilization, but the invention is not limited to this.
For example, if the some storage area is shared by multiple
applications of one composite application, and the manage-
ment server can detect the amount of the shared area, the
management server can exclude the shared area.

A composite application is treated as one application in the
fourth embodiment, but the invention is not limited to this.
For example, each application of the composite application
may be placed in a different cloud. The logical environment
(1) 15001 is referred to as an example. The management
program 4100 monitors read data amount from DS_ 01 and
writes data amount to DS__02. If the write data amount to
DS__02 is less than the read data amount from DS_ 01, online
application AP_ 01 and ETL application AP_ETL may be
placed in the private cloud and batch application which is
executed periodically may be placed in the public cloud.

In this embodiment, an enterprise can maximizes the ROI
for IT investment when utilizing a hybrid cloud environment
composed of private cloud and private cloud even if a com-
posite application exists.

Of course, the system configuration illustrated in FIGS. 1-3
is purely exemplary of information systems in which the
present invention may be implemented, and the invention is
not limited to a particular hardware configuration. The com-
puters and storage systems implementing the invention can
also have known /O devices (e.g., CD and DVD drives,
floppy disk drives, hard drives, etc.) which can store and read
the modules, programs and data structures used to implement
the above-described invention. These modules, programs and
data structures can be encoded on such computer-readable
media. For example, the data structures of the invention can
be stored on computer-readable media independently of one
or more computer-readable media on which reside the pro-
grams used in the invention. The components of the system
can be interconnected by any form or medium of digital data
communication, e.g., a communication network. Examples
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of communication networks include local area networks,
wide area networks, e.g., the Internet, wireless networks,
storage area networks, and the like.

In the description, numerous details are set forth for pur-
poses of explanation in order to provide a thorough under-
standing of the present invention. However, it will be apparent
to one skilled in the art that not all of these specific details are
required in order to practice the present invention. It is also
noted that the invention may be described as a process, which
is usually depicted as a flowchart, a flow diagram, a structure
diagram, or a block diagram. Although a flowchart may
describe the operations as a sequential process, many of the
operations can be performed in parallel or concurrently. In
addition, the order of the operations may be re-arranged.

As is known in the art, the operations described above can
be performed by hardware, software, or some combination of
software and hardware. Various aspects of embodiments of
the invention may be implemented using circuits and logic
devices (hardware), while other aspects may be implemented
using instructions stored on a machine-readable medium
(software), which if executed by a processor, would cause the
processor to perform a method to carry out embodiments of
the invention. Furthermore, some embodiments of the inven-
tion may be performed solely in hardware, whereas other
embodiments may be performed solely in software. More-
over, the various functions described can be performed in a
single unit, or can be spread across a number of components
in any number of ways. When performed by software, the
methods may be executed by a processor, such as a general
purpose computer, based on instructions stored on a com-
puter-readable medium. If desired, the instructions can be
stored on the medium in a compressed and/or encrypted for-
mat.

From the foregoing, it will be apparent that the invention
provides methods, apparatuses and programs stored on com-
puter readable media for improving and preferably maximiz-
ing the ROI in a hybrid cloud environment. Additionally,
while specific embodiments have been illustrated and
described in this specification, those of ordinary skill in the art
appreciate that any arrangement that is calculated to achieve
the same purpose may be substituted for the specific embodi-
ments disclosed. This disclosure is intended to cover any and
all adaptations or variations of the present invention, and it is
to be understood that the terms used in the following claims
should not be construed to limit the invention to the specific
embodiments disclosed in the specification. Rather, the scope
of'the invention is to be determined entirely by the following
claims, which are to be construed in accordance with the
established doctrines of claim interpretation, along with the
full range of equivalents to which such claims are entitled.

What is claimed is:

1. A computer comprising:

a memory; and

aprocessor being operable to manage two types of clouds,
which are private and public clouds, by using informa-
tion stored in the memory, and to manage a migration of
a set of an application and a data between a first type of
clouds which are private clouds and a second type of
clouds which are public clouds, the application running
on a server of the first type of clouds, the data to be read
or written by the application and being stored in a stor-
age system of the first type of clouds;

wherein the processor manages the migration of the set of
the application and the data between the first type of
clouds and the second type of clouds based on resource
utilization of resources including at least one of the

20

25

30

35

40

45

16

server or the storage system so as to keep a high utiliza-
tion ratio of the first type of clouds as compared to the
second type of clouds;

wherein the processor is configured to migrate the set of the
application and the data, from the first type of clouds
including one or more private clouds to the second type
of clouds including one or more public clouds, when the
resource utilization of the first type of clouds exceeds a
first threshold, so as to keep a high utilization ratio of the
first type of clouds until the first threshold is exceeded,
without regard to a utilization ratio of the second type of
clouds;

wherein the first threshold is defined based on at least one
of server usage rate or storage usage rate;

wherein the processor is configured to monitor a plurality
of applications on one type of clouds as a migration
source for the migration of the set of application and the
data;

wherein the processor is configured to select for migration
from a private cloud to a public cloud, among the plu-
rality of applications, an application which is more
dynamic than other applications of the plurality of appli-
cations when the resource utilization of the private cloud
exceeds the first threshold; and

wherein an application is more dynamic if at least one of
the following conditions is met: (i) the application has a
standard deviation of resource utilization which is larger
than the other applications, (ii) the application has a
growth ratio of resource utilization which is higher than
the other applications, and (iii) the application has a
remaining period which is shorter than the other appli-
cations.

2. The computer according to claim 1,

wherein the first threshold is defined based on both the
server usage rate and the storage usage rate.

3. The computer according to claim 1,

wherein the processor is configured to migrate the set of the
application and the data, which was migrated from the
first type of clouds including one or more private clouds
to the second type of clouds including one or more
public clouds when the resource utilization of the first
type of clouds exceeded the first threshold, from the
second type of clouds including one or more public
clouds to the first type of clouds including one or more
private clouds, when the resource utilization of the first
type of clouds falls below a second threshold, so as to
keep a high utilization ratio of the first type of clouds;
and

wherein the second threshold is defined based on at least
one of server usage rate or storage usage rate.

4. The computer according to claim 3,

wherein the second threshold is defined based on both the
server usage rate and the storage usage rate.

5. The computer according to claim 3,

wherein the first threshold is higher than the second thresh-
old.

6. The computer according to claim 1,

wherein the processor is configured to migrate the set of the
application and the data, which was migrated from the
first type of clouds including one or more private clouds
to the second type of clouds including one or more
public clouds when the resource utilization of the first
type of clouds exceeded the first threshold, from the
second type of clouds including one or more public
clouds to the first type of clouds including one or more
private clouds, when the resource utilization of the first



US 9,081,610 B2

17

type of clouds falls below a second threshold, so as to
keep a high utilization ratio of the first type of clouds.

7. The computer according to claim 6,

wherein the processor is configured to select for migration
from the public cloud to the private cloud, among the
plurality of applications, an application which is more
stable than other applications of the plurality of applica-
tions when the resource utilization ratio of the private
cloud falls below the second threshold;

wherein an application is more stable if at least one of the
following conditions is met: (i) the application has a
standard deviation of resource utilization which is
smaller than the other applications, (ii) the application
has a growth ratio of resource utilization which is lower
than the other applications, and (iii) the application has
a remaining period which is longer than the other appli-
cations.

8. The computer according to claim 1,

wherein the applications being monitored include one or
more batch applications having batch intervals and one
or more online applications; and

wherein the processor is configured to select for migration,
from the plurality of applications, an application accord-
ing to (i) whether the application is a batch application or
an online application, (ii) the batch interval if the appli-
cation is a batch application, and (iii) a type of threshold
for migration based on resource utilization of the appli-
cation including at least one of server usage rate or
storage usage rate.

9. The computer according to claim 1,

wherein the application has a security requirement; and

wherein the processor is configured to select a target cloud
meeting the security requirement to which to migrate the
application.

10. The computer according to claim 1,

wherein the application is a composite application com-
prised of multiple applications which access the data;
and

wherein the processor is configured to migrate the set of the
composite application and the data based on resource
utilization of resources including at least one of the
server or the storage system.

11. The computer according to claim 1,

wherein the processor is configured to select for migration
from a private cloud to a public cloud, among the plu-
rality of applications, an application which has longer
idle time.

12. A system comprising:

a storage system; and

a computer including a memory and a processor;

wherein the processor is operable to manage two types of
clouds, which are private and public clouds, by using
information stored in the memory, and to manage a
migration of a set of an application and a data between a
first type of clouds which are private clouds and a second
type of clouds which are public clouds, the application
running on a server of the first type of clouds, the data to
be read or written by the application and being stored in
the storage system of the first type of clouds;

wherein the processor manages the migration of the set of
the application and the data between the first type of
clouds and the second type of clouds based on resource
utilization of resources including at least one of the
server or the storage system so as to keep a high utiliza-
tion ratio of the first type of clouds as compared to the
second type of clouds;

30

35

40

45

50

55

60

65

18

wherein the processor is configured to migrate the set of the
application and the data, from the first type of clouds
including one or more private clouds to the second type
of clouds including one or more public clouds, when the
resource utilization of the first type of clouds exceeds a
first threshold, so as to keep a high utilization ratio of the
first type of clouds until the first threshold is exceeded,
without regard to a utilization ratio of the second type of
clouds;

wherein the first threshold is defined based on at least one
of server usage rate or storage usage rate;

wherein the processor is configured to migrate the set of the
application and the data, which was migrated from the
first type of clouds including one or more private clouds
to the second type of clouds including one or more
public clouds when the resource utilization of the first
type of clouds exceeded the first threshold, from the
second type of clouds including one or more public
clouds to the first type of clouds including one or more
private clouds, when the resource utilization of the first
type of clouds falls below a second threshold, so as to
keep a high utilization ratio of the first type of clouds;

wherein the second threshold is defined based on at least
one of server usage rate or storage usage rate;

wherein the processor is configured to select for migration
from a private cloud to a public cloud, among the plu-
rality of applications, an application which is more
dynamic than other applications of the plurality of appli-
cations when the resource utilization of the private cloud
exceeds the first threshold; and

wherein an application is more dynamic if at least one of
the following conditions is met: (i) the application has a
standard deviation of resource utilization which is larger
than the other applications, (ii) the application has a
growth ratio of resource utilization which is higher than
the other applications, and (iii) the application has a
remaining period which is shorter than the other appli-
cations.

13. The system of claim 12,

wherein the processor is configured to select for migration
from the public cloud to the private cloud, among the
plurality of applications, an application which is more
stable than other applications of the plurality of applica-
tions when the resource utilization ratio of the private
cloud falls below the second threshold;

wherein an application is more stable if at least one of the
following conditions is met: (i) the application has a
standard deviation of resource utilization which is
smaller than the other applications, (ii) the application
has a growth ratio of resource utilization which is lower
than the other applications, and (iii) the application has
a remaining period which is longer than the other appli-
cations.

14. A non-transitory computer-readable storage medium

storing a plurality of instructions for controlling a data pro-
cessor to manage migration among clouds, the plurality of
instructions comprising:

instructions that cause the data processor to manage two
types of clouds, which are private and public clouds, by
using information stored in a memory;

instructions that cause the data processor to manage a
migration of a set of an application and a data between a
first type of clouds which are private clouds and a second
type of clouds which are public clouds, the application
running on a server of the first type of clouds, the data to
be read or written by the application and being stored in
a storage system of the first type of clouds;
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wherein the migration of the set of the application and the
data between the first type of clouds and the second type
of clouds is managed based on resource utilization of
resources including at least one of the server or the
storage system so as to keep a high utilization ratio of the
first type of clouds as compared to the second type of
clouds;

instructions that cause the data processor to migrate the set

of the application and the data, from the first type of
clouds including one or more private clouds to the sec-
ond type of clouds including one or more public clouds,
when the resource utilization of the first type of clouds
exceeds a first threshold, so as to keep a high utilization
ratio of the first type of clouds until the first threshold is
exceeded, without regard to a utilization ratio of the
second type of clouds, wherein the first threshold is
defined based on at least one of server usage rate or
storage usage rate,

instructions that cause the data processor to monitor a

plurality of applications on one type of clouds as a
migration source for the migration of the set of applica-
tion and the data; and

instructions that cause the data processor to select for

migration from a private cloud to a public cloud, among
the plurality of applications, an application which is
more dynamic than other applications of the plurality of
applications when the resource utilization of the private
cloud exceeds the first threshold;

wherein an application is more dynamic if at least one of

the following conditions is met: (i) the application has a
standard deviation of resource utilization which is larger
than the other applications, (ii) the application has a
growth ratio of resource utilization which is higher than
the other applications, and (iii) the application has a
remaining period which is shorter than the other appli-
cations.

15. The non-transitory computer-readable storage medium
according to claim 14,

wherein the first threshold defined based on both the server

usage rate and the storage usage rate.

16. The non-transitory computer-readable storage medium
according to claim 14, wherein the instructions that cause the
data processor to manage the migration comprise:

instructions that cause the data processor to migrate the set

of'the application and the data, which was migrated from
the first type of clouds including one or more private
clouds to the second type of clouds including one or
more public clouds when the resource utilization of the
first type of clouds exceeded the first threshold, from the
second type of clouds including one or more public
clouds to the first type of clouds including one or more
private clouds, when the resource utilization of the first
type of clouds falls below a second threshold so as to
keep a high utilization ratio of the first type of clouds,
wherein the second threshold is defined based on server
usage rate and storage usage rate;

20
wherein the first threshold is higher than the second thresh-
old.
17. The non-transitory computer-readable storage medium
according to claim 14; wherein the plurality of instructions
5 further comprise:
instructions that cause the data processor to migrate the set
ofthe application and the data, which was migrated from
the first type of clouds including one or more private
clouds to the second type of clouds including one or
more public clouds when the resource utilization of the
first type of clouds exceeded the first threshold, from the
second type of clouds including one or more public
clouds to the first type of clouds including one or more
private clouds, when the resource utilization of the first
type of clouds falls below a second threshold so as to
keep a high utilization ratio of the first type of clouds.
18. The non-transitory computer-readable storage medium
according to claim 17, wherein the plurality of instructions
further comprise:
instructions that cause the data processor to select for
migration from the public cloud to the private cloud,
among the plurality of applications, an application
which is more stable than other applications of the plu-
rality of applications when the resource utilization ratio
of the private cloud falls below the second threshold;
wherein an application is more stable if at least one of the
following conditions is met: (i) the application has a
standard deviation of resource utilization which is
smaller than the other applications, (ii) the application
has a growth ratio of resource utilization which is lower
than the other applications, and (iii) the application has
a remaining period which is longer than the other appli-
cations.
19. The non-transitory computer-readable storage medium
according to claim 14,
wherein the applications being monitored include one or
more batch applications having batch intervals and one
or more online applications; and
wherein the plurality of instructions further comprise
instructions that cause the data processor to select for
migration, from the plurality of applications, an appli-
cation according to (i) whether the application is a batch
application or an online application, (ii) the batch inter-
val if the application is a batch application, and (iii) a
type of threshold for migration based on resource utili-
zation of the application including at least one of server
usage rate or storage usage rate.
20. The non-transitory computer-readable storage medium
according to claim 14,
wherein the application has a security requirement; and
wherein the plurality of instructions further comprise
instructions that cause the data processor to select a
target cloud meeting the security requirement to which
to migrate the application.
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